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Abstract:  

The existing data for clinical diagnosis are often enlarged, but available tools are not efficient 

enough for decision making. Data mining techniques provide a user-oriented approach for clinical 

diagnosis and reduce risk factors. To improve clinical diagnosis, particularly for Cardiovascular 

diseases, nine different data mining techniques have been applied for classification and clustering. 

We compare all these techniques for better prediction. Despite all recent research efforts, the 

literature lacks the application of multiple techniques on multiple data sets for Cardiovascular 

disease prediction, which helps in decision making. In particular, this study is the augmentation 

of techniques for multiple data analysis by comparing four datasets with 14 attributes and a 

different number of instances. Another challenge is how to increase the accuracy of the decision-

making process. Our research findings predict the better accuracy by using SMO and 

classification via regression for all data sets which shows the significant difference. Consequently, 

this research further helps to integrate the clinical decision support, thereby reducing medical 

errors, enhance patient safety, decrease unwanted practice variation, and improve patient 

recovery. 
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1. Introduction 

Data is generally gathered from various sectors like e-business, marketing, health and other industries to 

predict useful information for future assessments (El-Hasnony et al., 2022). Given that, raw data have been 

usually heterogeneous and thus difficult to understand. The available data is quite enriched and analysis 

tools are not efficient enough for decision making. Since data mining techniques are used to extract 

meaningful information for future estimates, therefore, important for research and development process 

(EBSCOhost | 124636309 | A Descriptive Study of Predictive Models of MERS-CoV Outbreak., n.d.). The 

process of automatic creation of useful information from large data repository is called data mining. A term 

KDD (Knowledge discovery in databases) is generally used in data mining for decision making, where raw 

data is transformed into useful information (Palaniappan & Awang, 2008). The artificial intelligence, 

machine learning, databases, statistics, and pattern recognition are also the core of data mining (An 

Overview of Knowledge Discovery Database and Data... - Google Scholar, n.d.). Nonetheless, data mining 

involves multiple methods to accomplish different tasks. Intelligent methods are being utilized as an 

essential data mining process to extract data patterns and knowledge discovery (EBSCOhost | 124636309 | 

A Descriptive Study of Predictive Models of MERS-CoV Outbreak., n.d.). All these methods attempt to fit 

a data into the model using different algorithms. The closer model is determined using these algorithms 

according to the charachteristics of data that are being examined (P. C. Chen et al., 2010). Medical  

predictors also use KDD to improve the quality of health services. Data mining techniques provide a user-

oriented approach to discover hidden patterns that are further used for clinical diagnosis to reduce risk

https://fui.edu.pk/fjs/index.php/fujeas
https://fui.edu.pk/fjs/index.php/fujeas
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factors (EBSCOhost | 124636309 | A Descriptive Study of Predictive Models of MERS-CoV Outbreak., n.d.). 

Clinical diagnosis is viewed as an essential, but a complex job that should be executed precisely and 

legitimately. Developing an application to predict the outcome of diseases is the most interesting and 

challenging task in data mining. There is also a field in medical prognosis called survival analyses where 

various applications are used to deal with historical data in order to predict the survival of a particular 

patient suffering from a disease over a particular time period (J. Chen et al., 2009). 

Other studies have been conducted for decision making on different diseases, which include Hepatitis, Lung 

Cancer, Liver Disorder, Breast Cancer, Diabetes and Thyroid disease etc. (Cluster Analysis - Basic 

Concepts and Algorithms - Google Scholar, n.d.). Despite all these researches, particularly for 

Cardiovascular disease prediction, literature lacks the implementation of multiple techniques which help in 

decision making (Soni Ujma Ansari Dipesh Sharma & Associate Professor, 2011), (Zhang et al., 2014), 

(Jindal et al., 2021). However, as far as recent literature is concerned, the available studies are limited in 

accordance with the comparison of multiple techniques on multiple data sets for better prediction. The 

major challenge is concerned with the accuracy of the decision-making process. In addition, according to 

the world health organization seventeen million deaths happen globally due to Cardiovascular diseases. 

Nevertheless, application of data mining techniques is still needed to be focused for Cardiovascular disease 

prediction. Therefore, our study, particularly focused on Cardiovascular diseases predictions and compared 

nine approaches; Decision trees J48, Naïve Bayes, REPTree, Decision table, Bayes net, classification via 

regression, bagging, Sequential Minimal Optimization (SMO) and K-means clustering using four data sets 

including Cleveland, Hungarian, VA Long Beach and Switzerland. This study is designed to compare all 

these methods against performance parameters for better prediction. Research findings predict the better 

accuracy by using SMO and classification via regression on all data sets. 

The rest of the paper is organized as follows: Section 2 presents the proposed methodology along with 

summary of different techniques from the literature. Section 3 describes the results and discussion while 

Section 4 concludes the work.    

2. Methodology 

This section presents the extraction of significant patterns from the Cardiovascular disease data warehouse. 

The clinical data is the screening of patients affected by different heart problems (World Health 

Organization: Death and Disability Due... - Google Scholar, n.d.). Primarily the data are considered to 

improve the health standards and services. We took data from the UCI repository to ensure the efficient and 

explicit processes for mining, which is already preprocessed excluding VA Long Beach dataset. This study 

comprises three important phases: data understanding, data modeling, and results evaluation. 

Data understanding identifies the preliminary insights about attributes and their definitions. In the modeling 

phase above, mentioned techniques are applied to the data sets to produce optimal values by using WEKA 

3.8.1. In evaluation phase, results against performance parameters are compared. Figure 1 shows the 

proposed methodology framework. 

2.1 Dataset 

Our dataset contains the statistics of two major cities of Italy: Hungarian and Cleveland from the UCI 

machine learning repository. The first phase of methodology involves the understanding of preprocessed 

data which includes the attribute characteristics. Details of datasets are listed in Table 1. We implemented 

nine different models: eight models for classification and one for clustering. These models are specifically   
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Figure 1: Proposed methodology 
 

 

 

 

selected for their popularity and they also produce better average performance, according to the comparative 

studies that have been recently published in the literature (J. Chen et al., 2009). The classifiers, we used in 

this study evaluates that how good it is to predict the class of instances for which it is trained on. We applied 

classifiers on the training set by using Weka. 

2.2 Summary of Techniques 

Following is the detailed description of the mentioned techniques to seek deeper knowledge which is further 

applied in this study. 

2.2.1 Naïve Bayes 

Feature selection is a vital preprocessing technology to improve the efficiency, accuracy, and scalability of 

classifiers specifically in text classification. Usually, domain and algorithm characteristics are considered 

important for better feature selection. Feature selection is quite simple and efficient in a Naïve Bayes 

classifier, as it is highly sensitive to the results generated by using this technique for feature selection is 

highly significant (Ali et al., 2021). It provides fast and easy implementation, so it is used as a baseline for 

text classification. It suits best specifically when inputs have higher dimensions. The Naïve Bayes model 

uses the maximum likelihood criteria for parameter inference and performs better in complex real-world 

situations (El-Hasnony et al., 2022). 

As a statistical classifier, the Naïve Bayes does not assume any dependency between attributes. It can work 

without using any Bayesian methods and can also produce better classification accuracy as compared to 

other algorithms (EBSCOhost | 124636309 | A Descriptive Study of Predictive Models of MERS-CoV 

Outbreak., n.d.). The formula used for Naïve Byes (Augusto Gonçalves & Geraldo Pereira Barbosa, 2017) 

is described below: 

 

Table 1:  Dataset details 

Datasets No of Attributes No of instances 

Cleveland 14 219 

Hungarian 14 219 

VA Long Beach 14 200 

Switzerland 14 124 
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    𝑷(𝒄|𝒙) =
𝑷(𝒙|𝒄) 𝑷(𝒄)

𝑷(𝒙)
                   (1) 

 

Where P(c|x) is the posterior probability of class (target) given predictor (attribute), P(c) is the prior 

probability of class, P(x|c) is the probability of predictor given class, P(x) is the prior probability of the 

predictor. 

2.2.2 REPTree 

The basic principle of the REPTree algorithm is to calculate the information gain with entropy and use 

variance to reduce the occurrence of an error. REPTree algorithm helps to reduce the complexity of the 

decision tree model by using “reduced error pruning method” so the occurrence of error will be reduced 

from the variance. REPTree only sorts numeric attributes and builds a fast decision tree by using 

information gain (Platt, 1998). 

2.2.3 Decision Tree 

Decision Tree is the most widely used classifier which is easy to understand and configure as compared to 

other algorithms (Chaurasia & Pal, 2014). It uses divide and rule approach to form a data structure in the 

form of a tree. It uses supervised learning to structure a model with the set of divisions where local regions 

found recursively. 

The general equation used for decision tree is given below where the information gain of X is calculated 

when Y is the conditional entropy: 

 

    (𝒀) = −Ʃ(𝒀 = 𝒚𝒊) 𝒍𝒐𝒈𝑷(𝒀 = 𝒚𝒊)𝒌 𝒊 = 𝟏 

    (𝒀|𝑿) = −Ʃ(𝑿 = 𝒙𝒊) (𝒀|𝑿 = 𝒙𝒊)𝒍 𝒊 = 𝟏 

    (𝒀; 𝑿) = (𝒀) − (𝒀|𝑿)      (2) 

 

There are two types of pruning in decision tree: pre-pruning and post-pruning. In contrast to each other pre-

pruning produces faster trees and post-pruning produce more successful tree (Platt, 1998). Decision Tree 

stills have a problem of redundancy so necessary steps should be taken to resolve the replication and 

repetition (Mathuria, 2013). 

2.2.4 Decision Tree J48 

Decision tree J48 is developed by WEKA team and implemented by ID3 (Iterative Dichotomiser 3) 

algorithm. Derivation of rules, decision tree pruning, and missing values are the additional features of J48. 

This algorithm can be used for precision in case of overfitting pruning. Usually, the classification algorithm 

performs pruning until the best possible classification of data is done. The objective of this algorithm is to 

generate rules for data identification and generalize the decision tree until it meets the accuracy. 

The disadvantage of the J48 algorithm is that the size of the tree increases linearly with the number of 

examples which increases the complexity. Consequently, tree depth is linked with tree size which cannot 

be greater than the number of attributes. When the depth of tree increases; space complexity, occurs to 

stores the values in the array and rules get slow down for large and noisy datasets (Alam & Pachauri, 2017). 

 

  Entropy 𝑬(𝑺) = ∑ −𝒑𝒊 𝐥𝐨𝐠𝟐 𝒑𝒊
𝒄
𝒊=𝟏       (3) 

  Information gain Gain (𝑻, 𝑿) = 𝑬𝒏𝒕𝒓𝒐𝒑𝒚(𝑻) − 𝑹𝒏𝒕𝒓𝒐𝒑𝒚(𝑻,𝑿)  (4) 
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2.2.5 Bayes Network 

Probabilistic models for the variables of interest can be encoded graphically by using Bayesian networks. 

It is more efficient when multiple statistical techniques are merged to model graphically. Bayesian network 

provides an adequate graphical model even though some data entries are missing and variables have 

dependencies among each other.  

The Bayesian network helps to seek a better understanding of difficult domains and casual relationships. 

This model gives the best representation of data by combining data and prior knowledge by using 

probabilistic semantics. Over fitting of data can be avoided efficiently by combining Bayesian networks 

and Bayesian statistical methods. The formula that is commonly used for the Bayes network is defined 

below: 

  𝑷(𝑪 = 𝑻|𝑨 = 𝑻) =
(𝑷(𝑪=𝑻,   𝑨=𝑻)

𝑷(𝑨=𝑻)
            (5) 

2.2.6 Classification via Regression 

The Classification via Regression comprises of three major levels that involve encoding, linear regression 

and decoding. Multivariate adaptive regression splines and kernel tricks are the strategies for conventional 

adaptive non-parametric regression to apply on the nonlinear extension. To encode class label, the particular 

scoring scheme is used in literature named as optimal scoring. Average of squared regression residuals can 

be minimized by optimal scoring. This regression technique is efficient to extract low dimensional features 

(Chaurasia et al., n.d.). 

2.2.7 Bagging 

Bagging is basically a meta-algorithm which is designed to improve the accuracy and scalability of machine 

learning algorithms. It is mostly used in statistical classification and regression which helps to avoid over 

fitting and reduces variance. It can be used with any type of technique, but mostly applied to decision tree 

technique. It is also called Bootstrap aggregating (Sankar et.al, 2014). 

It is an alternate to cross-validation method which is the mixture of different models. The results are 

generated in the form of different combinations of training data based on the Bootstrap method after 

learning weak training data. Bagging is a voting method which helps to generate multiple instances from a 

single sample. It uses the displacement method to produce multiple instances from the original sample (Platt, 

1998). The formula for bagging is formulated as follows: 

 

𝑬[[(𝒉𝑫(𝒙) − 𝒚)
𝟐]⏟          = 𝑬 [(𝒉𝑫(𝒙) − 𝒉̅(𝒙))

𝟐
]

⏟              
+ 𝑬[(𝒉̅(𝒙) − 𝒚̅(𝒙))

𝟐
]

⏟            
+ 𝑬[(𝒚̅(𝒙) − 𝒚(𝒙))

𝟐
)]⏟                  (6) 

       Error                             Variance                          Bias                             Noise 

2.2.8 SMO 

Sequential Minimal Optimization (SMO) is an iterative algorithm used to solve problems of Quadratic 

Programming (QP), where QP problems occurred during the training process of a support vector machine. 

John Platt proposed this algorithm to resolve constraint optimization problems (Nirve et.al, 2013). The 

algorithm of SMO is described below: 

∑ 𝒂𝒊 −
𝟏

𝟐
𝒏
𝒊=𝟏 ∑ ∑ 𝒚𝒊𝒚𝒋𝑲(𝒙𝒊, 𝒙𝒋)𝒂𝒊𝒂𝒋

𝒏
𝒋=𝟏

𝒏
𝒊=𝟏  , 
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Subject to 

    𝟎 ≤ 𝒂𝒊 ≤ 𝑪, 𝒇𝒐𝒓 𝒊 = 𝟏. 𝟐,…𝒏, 
    ∑ 𝒚𝒊𝒂𝒊 = 𝟎

𝒏
𝒊=𝟏        (7) 

 

Where C is an SVM hyper-parameter and K(xi, xj) is the kernel function, both supplied by the user; and the 

variables are Lagrange multipliers. 

2.2.9 K-means Clustering 

K-means is an unsupervised learning where available data have no specified groups or categories. 

This algorithm assigns data point to each K in the group, according to the features decided iteratively. 

Data points are decided according to the similarity of data which are in the form of clusters. 

Clustering allows finding and analyzing the groups that are formed spontaneously rather than 

assuming the groups before observing the data. The resulting groups are defined by the clusters and 

each cluster has a centroid which shows the collection of feature values. These feature values are 

used as the weights for centroids which further interpret the quality of cluster represented in the 

group (Www et al., 2008). 

Given a set of observations (x1, x2, …, xn), where each observation is a d-dimensional real vector, k-means 

clustering aims to partition the n observations into k (≤ n) sets. Formally, the objective is to find: 
 

𝒂𝒓𝒈𝒎𝒊𝒏𝒔∑ 𝒄𝒌
𝒊=𝟏 ∑ ||𝒙 − 𝝁𝒊||

𝟐
𝒙∈𝑺𝒊 =  𝒂𝒓𝒈𝒎𝒊𝒏𝒔∑ |𝑺𝒊|𝑽𝒂𝒓𝑺𝒊

𝒌
𝒊=𝟏        (8) 

 

Where μi is the mean of points in Si.  

3. Results and Discussion 

Third phase of the study involves the evaluation of results for all cities, after applying mentioned techniques 

for classifications and clustering. Following are the performances of all data sets with their summaries, 

evaluation criteria and confusion matrix. 

3.1 Performance Study of Cleveland City 

Table 2 shows the performance summary of these techniques for Cleveland city. 

Table 2: Performance summary of classifiers for Cleveland city 

Evaluation Criteria 
Bayes 

Network 

Naïve 

Bayes 
SMO Bagging 

Classification 

via Regression 

Decision 

Table 
J48 REPTree 

Correctly Classified Instances 205 199 219 175 219 141 177 121 

Incorrectly Classified Instances 14 20 0 44 0 78 42 98 

Kappa Statistics 0.898 0.854 1 0.667 1 0.339 0.665 0 

Mean Absolute Error 0.050 0.074 0.24 0.131 0.038 0.241 0.107 0.2541 

Root Mean Squared Error 0.140 0.173 0.315 0.2359 0.095 0.329 0.231 0.3565 

Relative Absolute Error (%) 19.680 29.11 93.899 51.237 15.228 94.449 42.04 99.424 

Root Relative Squared Error (%) 39.313 48.518 88.489 66.169 26.693 92.411 65.03 99.993 

Predictive Accuracy (%) 93.607 90.87 100 79.908 100 64.383 80.82 55.251 

Time to Build Model (sec) 0 0.01 0.08 0 0.02 0 0.02 0 

 

https://en.wikipedia.org/wiki/Kernel_function
https://en.wikipedia.org/wiki/Lagrange_multiplier
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Table 3 shows the evaluation criteria for Cleveland City after applying all techniques. 

Table 3: Comparison of estimates under certain evaluation criteria for Cleveland city 

Evaluation 

Criteria 

Bayes 

Network 

Naïve 

Bayes 
SMO Bagging 

Classification 

via Regression 

Decision 

Table 
J48 REPTree 

TP Rate 0.936 0.909 1 0.799 1 0.644 0.808 0.553 

FP Rate 0.050 0.069 1 0.155 1 0.303 0.193 0.553 

Precision 0.936 0.908 1 0.797 1 0.565 0.823 0.305 

Recall 0.936 0.909 1 0.799 1 0.644 0.808 0.553 

F-Measure 0.935 0.907 1 0.793 1 0.575 0.793 0.393 

MCC 0.890 0.849 1 0.677 1 0.404 0.698 0.000 

ROC Area 0.989 0.979 1 0.955 1 0.810 0.905 0.500 

PRC Area 0.983 0.964 1 0.890 1 0.615 0.811 0.365 

3.2 Performance Study of Hungarian City 

Table 4 shows the performance of different techniques on Hungarian city dataset. 

Table 4: Performance summary of classifiers for Hungarian city 

Evaluation Criteria 
Bayes 

Network 

Naïve 

Bayes 
SMO Bagging 

Classification 

via 

Regression 

Decision 

Table 
J48 

REPT

ree 

Correctly Classified 

Instances 
191 180 219 180 217 149 180 141 

Incorrectly 

Classified Instances 
28 39 0 39 2 70 39 78 

Kappa Statistics 0.768 0.661 1 0.657 0.983 0.253 0.625 0 

Mean Absolute 

Error 
0.070 0.090 0.24 0.115 0.040 0.191 0.110 0.219 

Root Mean Squared 

Error 
0.189 0.221 0.315 0.220 0.105 0.304 0.235 0.331 

Relative Absolute 

Error (%) 
31.929 40.766 108.06 52.200 18.430 86.414 49.819 98.993 

Root Relative 

Squared error (%) 
57.202 66.865 95.252 66.418 31.688 91.897 70.932 99.988 

Predictive Accuracy 

(%) 
87.214 82.191 100 82.191 99.086 68.036 82.191 64.383 

Table 5 shows the evaluation criteria for Hungarian city. 
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Table 5: Comparison of estimates under certain evaluation criteria for Hungarian city 

Evaluation 

Criteria 

Bayes 

Network 

Naïve 

Bayes 
SMO Bagging 

Classification 

via Regression 

Decision 

Table 
J48 REPTree 

TP Rate 0.872 0.822 1 0.822 0.991 0.680 0.822 0.644 

FP Rate 0.108 0.183 1 0.184 0.001 0.453 0.252 0.644 

Precision 0.874 0.820 1 0.823 0.992 0.525 0.826 0.415 

Recall 0.872 0.822 1 0.822 0.991 0.680 0.822 0.644 

F-Measure 0.872 0.817 1 0.815 0.991 0.590 0.803 0.504 

MCC 0.762 0.665 1 0.672 0.986 0.309 0.676 0 

ROC Area 0.971 0.954 1 0.964 1 0.734 0.841 0.500 

PRC Area 0.959 0.924 1 0.909 0.998 0.594 0.768 0.450 

 

3.3 Performance Study of VA Long Beach City 

Table 6 shows the performance of these techniques on VA Long Beach data set. 

Table 6: Performance summary of classifiers for VA Long Beach 

Evaluation Criteria 
Bayes 

Network 

Naïve 

Bayes 
SMO Bagging 

Classification 

via 

Regression 

Decision 

Table 
J48 REPTree 

Correctly Classified 

Instances 
162 152 199 165 196 72 59 59 

Incorrectly Classified 

Instances 
38 48 1 35 4 128 141 141 

Kappa Statistics 0.753 0.686 0.993 0.771 0.974 0.113 0 0 

Mean Absolute Error 0.096 0.125 0.222 0.133 0.054 0.251 0.256 0.256 

Root Mean 

Squared Error 
0.211 0.241 0.310 0.226 0.121 0.352 0.358 0.358 

Relative Absolute  

Error (%) 
37.287 48.86 86.38 51.976 21.018 97.771 99.76 99.762 

Root Relative  

Squared Error (%) 
58.908 67.25 86.60 63.285 33.764 98.363 99.99 99.996 

Predictive  

Accuracy (%) 
81 76 95.5 82.5 98 36 29.5 29.5 

Time to Build 

Model (sec) 
0.03 0.03 0.08 0.13 1.19 0.11 0.01 0 

Table 7 shows the evaluation criteria for VA Long Beach after applying all techniques:
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Table 7: Comparison of estimates under certain evaluation criteria for VA long beach 

Evaluation 

Criteria 

Bayes 

Network 

Naïve 

Bayes 
SMO Bagging 

Classification 

via Regression 

Decision 

Table 
J48 REPTree 

TP Rate 0.810 0.760 0.995 0.825 0.980 0.360 0.295 0.295 

FP Rate 0.058 0.075 0.002 0.054 0.005 0.248 0.295 0.295 

Precision 0.831 0.780 0.995 0.825 0.980 0.197 0.087 0.087 

Recall 0.810 0.760 0.995 0.825 0.980 0.360 0.295 0.295 

F-Measure 0.815 0.762 0.995 0.824 0.980 0.252 0.134 0.134 

MCC 0.761 0.695 0.993 0.773 0.974 0.104 0.000 0.000 

ROC Area 0.962 0.936    0.998 0.969 0.999 0.593 0.500 0.500 

PRC Area 0.916 0.873 0.998 0.890 0.998 0.286 0.230 0.230 

 

3.4 Performance Study of Switzerland City 

Table 8 shows the performance of these techniques on data set of Switzerland. 

Table 8: Performance summary of classifiers for Switzerland 

Evaluation Criteria 
Bayes 

Network 

Naïve 

Bayes 
SMO Bagging 

Classification 

via Regression 

Decision 

Table 
J48 

REP

Tree 

Correctly Classified 

Instances 
105 99 122 82 118 56 49 49 

Incorrectly Classified 

Instances 
19 25 2 42 6 68 75 75 

Kappa Statistics 0.781 0.710 0.977 0.515 0.931 0.157 0 0 

Mean Absolute Error 0.114 0.146 0.240 0.175 0.080 0.283 0.285 0.285 

Root Mean Squared Error 0.208 0.241 0.316 0.281 0.159 0.372 0.377 0.377 

Relative Absolute Error (%) 39.964 51.026 83.988 61.318 28.178 99.023 99.528 99.53 

Root Relative Squared 

Error (%) 
55.314 63.998 83.845 74.593 42.310 98.580 99.990 99.99 

Predictive Accuracy (%) 84.677 79.838 98.387 66.129 95.161 45.161 39.516 39.52 

Time to Build Model (sec) 0.04 0.07 0.02 0.17 2.04 0.34 0.4 0.13 

Table 9 shows the evaluation criteria for Switzerland after applying all the techniques: 
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Table 9: Comparison of estimates under certain evaluation criteria for VA long beach 

Evaluation 

Criteria 

Bayes 

Network 

Naïve 

Bayes 
SMO Bagging 

Classification 

Via Regression 

Decision 

Table 
J48 REPTree 

TP Rate 0.810 0.760 0.995 0.825 0.980 0.360 0.295 0.295 

FP Rate 0.058 0.075 0.002 0.054 0.005 0.248 0.295 0.295 

Precision 0.831 0.780 0.995 0.825 0.980 0.197 0.087 0.087 

Recall 0.810 0.760 0.995 0.825 0.980 0.360 0.295 0.295 

F-Measure 0.815 0.762 0.995 0.824 0.980 0.252 0.134 0.134 

MCC 0.761 0.695 0.993 0.773 0.974 0.104 0.000 0.000 

ROC Area 0.962 0.936    0.998 0.969 0.999 0.593 0.500 0.500 

PRC Area 0.916 0.873 0.998 0.890 0.998 0.286 0.230 0.230 

3.5 K-means Clustering 

The clustering model describes the statistics assigned to different centroids of the cluster which includes 

the number and percentage of instances. The characteristics of cluster depend on the values represented by 

each centroid which includes mean vectors and dimension values (Kapoor et al., 2017). Every new cluster 

has cluster instances which describes what number of instances are generated in that cluster. Table 10 shows 

the summary of cluster centroids and cluster instances of all datasets including Cleveland, Hungarian, VA 

Long Beach, and Switzerland. 

Table 10: Final summary of cluster centroids. 

K-mean Clustering Cleveland Hungarian VA Long Beach Switzerland 

Number of Iterations 3 3 7 3 

Within Cluster Sum of Squared Error 1651.0 1179.0 1273.0 642.0 

Time to Build Model 0.01 sec 0.01 sec 0.22 0.07 

Clustered instances at 0 139 (63%) 74 (34%) 118 (59%) 97 (78%) 

Clustered Instances at 1 80 (37%) 145 (66%) 82 (41%) 27 (22%) 

3.4 Comparison 

Figure 2 shows the performance of all four cities with respect to parameters including accuracy, precision, 

and recall after applying classification techniques.  

 



Safat et al: “Heart Diseases Prediction and Diagnosis using Supervised Learning” 

Foundation University Journal of Engineering and Applied Sciences, Vol. 3, Issue. 2, 2022      11 

   

(a) Cleveland (b) Hungarian 

  

(c) VA Long Beach (d) Switzerland 

Figure 2: Performance visualization of all datasets (Cleveland, Hungarian, VA Long Beach and 

Switzerland). 
 

4. Conclusion 

The objective of this study is to compare all these methods against performance parameters including 

precision, recall, and accuracy for better prediction of Cardiovascular disease. Existing techniques are 

limited in accordance with the comparison of multiple techniques on multiple data sets. Our study is the 

augmentation of techniques for multiple dataset analysis where nine multiple techniques are applied to a 

greater number of instances and attributes. We use multiple instances on all four datasets--Cleveland, 

Hungarian, VA Long Beach, and Switzerland to evaluate the precision, recall, and accuracy of these 

techniques. 

Results depict that the accuracy of all cities by using SMO and classification via regression is more than 

 95%. Accuracy by applying SMO shows the dramatic difference as no other research shows this kind of 

difference using SMO. While Byes Network and Naïve Bayes are around 80% to 90% in all cities. Whereas 

accuracy J48 and REPTree are showing approximately the same results for all cities. Bagging is about 80% 

for all cities, whereas Decision Tree shows poor performance in the whole scenario. Precision and recall 

are approaching to 1 for SMO, while REPTree shows the lowest for all. Furthermore, a comparison of all 
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these techniques helps to integrate the clinical decision support that could reduce medical errors, enhance 

patient safety, decrease unwanted practice variation, and improve patient recovery. 

In future, this study can be enhanced by adding the automatic prediction of other diseases instead of the 

heart. Other data mining techniques can be incorporated using the same data set such as time series, fuzzy 

sets, and rule-based association. In addition, we want to look at how various preprocessing methods affect 

clustering algorithms. Also, producing datasets with a missing values rate of more than 20% will be taken 

into consideration to identify the optimal preprocessing methods to use for such datasets. 
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