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Abstract— Nowadays social networking is an essential 

part of everyone’s life to communicate with different people 

around the globe. Due to improvement in expertise 

networks are growing rapidly and becoming more complex. 

Through social networking, we can identify different 

communities that help us to get information about different 

people and their work in different fields. In social 

networks, community detection is one of the hot areas. In 

this paper, we have analyzed a co-authorship network of 

political science and ranked the authors on the basis of 

common centrality measures. Finding reveals that these 

common centrality measures can be useful indicators for 

impact analysis. 
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I.  INTRODUCTION  

    Clustering is one of the data mining algorithms that partition 

the graph into clusters of the same group. Clustering is the 

most important unsupervised learning technique. It is used to 

find the groups in unlabeled data. There are many clustering 

algorithms available. Modularity is normally used as a measure 

of how good clustering is? In this paper, we performed an 

analysis on coauthorship network. These authors belong to the 

field of Political Science related to different research and 

academic institutes present in all over the world. 

Figure 1 shows the coauthorship network of Political 

Science. 

In this paper, we have applied common centrality measures 

such as Betweenness centrality, Closeness centrality, 

Eigenvector centrality, Degree centrality, and discuss the 

usability of centrality measures for the author’s ranking and 

observed that these measures can be useful for impact analysis. 

 

II.  RELATED WORK  

     George et al. [1] proposed a method based on clustering. 

They assigned a new definition to a cluster using graph edit 

distance in the probabilistic graph. The method uses ground 

truth data and protein-protein interaction, it outputs 

probabilistic graph partition into groups. George et al. model 

probabilistic graph and computed an Edit distance between 

probabilistic and deterministic graph.  

Mardala et al. [2] described Ant Colony based approach for 

detecting communities. This approach is based on model-based 

technique. Nodes are represented as ants, first the network is 

divided into bisection, partition vector x represented with 0 and 

1, node is assigned 0 if it belongs to group 1 and assigned 1 if it 

belongs to group 2. Modularity Maximization is used for zero 

rows and column sum property and then from these the vertex 

values are checked and nodes assigned to group 1 or group 2 

based on these values. Each ant performed local search within 

it, one harming neighbor, if they differ only in one component. 

Pheromone value is updated using iteration and best solution. 

The experiments performed on real social networks with 

friendship testbed network. The result shows that ACO provide 

a better solution than existing networks up to 50%. 1-opt-local 

search procedure also contributed for high quality 

solution.ACO based approach provides the best result and 

improvement in modularity values as compared to existing 

algorithms.  

    Sui et al. [3] come up with a new Genetic algorithm for 

Overlapping Community Detection (GaoCD) for finding 

communities based on link clustering. Algorithm finds link 

communities by using partition density objective function and 

then map these communities to node communities. Algorithm 

works by partitioning M links into different partitions P and 

create C subsets. Partition density is calculated and it is the 

average density D of all communities in each community. Two 

edges are considered as adjacent if they share one node, in this 

approach individual g of m genes represented as edges. 

Adjacent edges are identified if two edges are linked to same 

node. Then bridge link is created between two cliques. 

Overlapping communities are then identified by gathering node 

incidents to the edge in community. Experiments performed on 

typical overlapping structure, artificial network, and real 

network. Overlapping structure shows that it accurately reveals 

Fig 1. Coauthorship of Political Science 
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communities for all networks and properly partition them. LFR 

is considered as the benchmark in artificial network, 

experiment tell that GaoCD always achieve best performance 

as compared to ABL and GA-Net+. Experiments for real 

network performed on a real networks, it shows that ABL finds 

small communities where GaoCD find denser communities in 

all sizes.  

    Jaewon Yang et al [4] proposed an approach based on 

modularity. 

    Xuewu Zhang et al [5] addresses CNM algorithm proposed 

by newman is used. Algorithm finds non-overlapping and also 

overlapping communities and then validity function finds 

closeness between nodes and communities. Algorithm first 

collect data from online social network and finds non-

overlapping community by using the module ”Get non-

overlapping communities”. Second, after finding non-

overlapping communities, algorithm will traverse all the nodes 

resulting from merging of each pair of communities.  

    Kamal Sutaria et al [7] proposed a community detection 

algorithm based on modularity. All vertices which are placed 

inside each community are identified in the last stage of 

modularity or partition is gained. At first dataset file is read 

after initializing, the file contains edges list with the origin and 

destination vertex. Then it checks for each edge in a file, if 

both vertex new then both vertices are placed in same 

community index and also add it to partition and visited vertex 

list. Then if any of the two vertex already visited the new join 

or split event is performed. Event performed on the basis of 

strongly connected property conditions. If vertex i already 

visited and vertex j is not, then using betweenness vertex j is 

moved to vertex i community, otherwise, vertex j will create its 

new community.  

    Chawla et al. [8] used a simple approach with topological 

clustering coefficient similarity (CSS), Common Neighboring 

Similarity (CNS) and Node Attribute Similarity (NAS) on 

weight of edges, node attributes are used to calculate better 

weight.  

    Jaewon Yang and Jure Leskovec [6] represented 

methodology which allows us to compare network 

communities quantitatively. Using a spectral clustering 

algorithm with heuristic parameter free community detection 

method that scales for more than hundred million nodes. 13 

different communities are examined and divided into four 

classes. This methodology performed in three major steps: (1) 

in first step, ground-truth communities are defined from 230 

large social and information networks. (2) In second step, 13 

structured communities that are commonly used are evaluated  

quantitatively for robustness and sensitivity. (3) In third step, 

the local spectral clustering method is used that scales to 

hundreds of millions of nodes.  

III. ABOUT DATASET 

    For applying four most widely used classic measures 

(closeness centrality, degree centrality, betweenness 

centrality and pageRank) to co-authorship network, 

Microsoft Academia Research dataset has selected in this 

research. Microsoft Academia Research is an experimental 

service developed by Microsoft that explore how authors, 

students, scholar and researchers find contents. It also 

shows relationships among subjects, author and contents. (71) 

Dataset from last 50 years contains 7 different files;  

Authors.txt: This text file contains 114+ million 

records which has fields ID and Name of all Authors who 

have published research Papers.  

Affiliations.txt: This text file contains 19843 records 

which has fields ID and Name of institutions/universities to 

which Authors is affiliated. 

FiedOfStudy.txt: This text file contains Name of all 

Fields in which Authors related to and published papers 

such as Physics, Chemistry and Computer Science etc.  

FiedOfStudyHierarchy.txt: This text file contains 

Parents and Child Field of Study up to 4 level such as 

Database, Computer Networks, Data mining, Data 

Warehouse and HCI etc.  

Papers.txt: This text file contains 126+ million records 

which contains all Papers that different Authors Published 

in different time spans and in different conferences or 

journals.  

PaperAuthorAffiliation.txt: This file contains records 

of Papers which are published by different Authors and also 

Affiliation name to which Authors and Papers are affiliated.  

PaperKeywords.txt: This file contains Fields of Study 

papers that has been published in different years by 

different Authors.  

 

IV. RANKING AUTHORS ON THE BASIS 

OF CENTRALITY MEASURES 

    We have ranked authors on the basis of four common 

centrality measures. These measures are betweenness 

centrality, closeness centrality, eigenvector centrality, and 

degree centrality. 

 

A. Ranking Authors on the basis of Betweenness Centrality 

    Betweenness Centrality measures how often a node appears 

on the shortest paths between nodes in the network. The 

Betweenness Centrality of a node v is given by the expression:  

 

G(v) = ∑
𝜎𝑠𝑡(𝑣)

𝜎𝑠𝑡
𝑠≠𝑣≠𝑡

 

 

Here Ꝺst is the total number of shortest paths from node S to 

node v  and Ꝺst (v) is the number of those paths that passes 

through v. Figure 2 shows the highest betweenness centrality of 

node ‘5F59DCDC’. 

  

 



 

Fig. 2: 5F59DCDC with highest Betweenness Centrality 

 
                 Table 1: Statistics related to Dataset 

 

Nodes 98866 

Edges 101589 

Volume 101589 

 

 
Table 2: Authors Ranking on the basis of centrality Betweenness 

and Closeness Centrality 

 
 

Table 2 shows the nodes with highest betweenness 

centrality. In this table, the first highest betweenness centrality 

of the node whose ID is 5F59DCDC and betweenness 

centrality is 217253.858043. The node ‘5F59DCDC’ shows 

that this author belongs to ‘John F. Kennedy School of 

Government, Harvard University’ and also linked with ‘World 

Bank’. Second highest betweenness of the node OBC96107 is 

210189.232145. This node belongs to ‘Harvey Mudd College 

Middle East Technical University’. 

 

B. Ranking Authors on the basis of Closeness Centrality 

Closeness is the reciprocal of the farness, that is: 

 

𝐶(𝑥) =
1

∑ 𝑑(𝑦, 𝑥)𝑦

 

 

where d(y, x) is the distance between vertices x and y. Table 2 

shows the nodes with the highest closeness centrality that is 

1.0. The node named’ 7964578A’ having closeness that is 

0.314607 and the author belongs to ‘Australian Research 

Centre for Population Oral Health, School of Dentistry, Faculty 

of Health Sciences, The University of Adelaide, South 

Australia’. From top ten authors, whose closeness centrality is 

1.0, belongs to ‘Yale University, Political Science, Economics’ 

and ‘Columbia University’, respectively. In figure 3, the graph 

shows the nodes in blue color have highest closeness centrality.  

 

C. Ranking Authors on the basis of Eigenvector Centrality 

Eigenvector centrality is computed as,  

 

𝑥𝑣 =
1

ƛ
∑ 𝑥𝑡

𝑡𝜖𝑀(𝑣)

=
1

ƛ
∑𝑎𝑣, 𝑡𝑥𝑡

𝑡𝜖𝐺

 

 

 

Fig 3: Political Sc. Network with highest Closeness Centrality 

 
Fig 4: Graph with highest Eigenvector Centrality 

 

Table 3 shows the highest Eigenvector centrality. In the 

table, the node with the highest Eigenvector Centrality is 

73A3FFF8 and has value 1.0.  
 

 

 

 

 

Table 3 Authors Ranking on the basis of Eigenvector Centrality                      

and Degree Centrality 

    

https://en.wikipedia.org/wiki/Multiplicative_inverse


 

Second highest Eigen centrality of 2A7D2E02 is 0.953535. 

Third highest Eigenvector centrality of 283A6438 is 

0.91285.The figure 4 shows the community of highest 

Eigenvector centrality.  

 

Fig 5: Nodes with highest Eigenvector Centrality 

D. Ranking Authors on the basis of Degree Centrality 

Degree is a simple centrality measure that counts how many 

neighbors a node has, and is measured as   

 

Cp = d(ni) = Xi+=∑Xij

j

 

In our dataset the nodes with the degree value 1 are 12056. 

The node named with’12F4FdCC’ shows that the ‘12F4FdCC’ 

belongs to ‘Tropical Agricultural Research and Higher 

Education Center (CATIE), Turrialba, 7170, Costa Rica’ with 

the Degree Centrality 68. Author named ‘2A7D2E02’ belongs 

to , ‘School of Public Health and Family Medicine, University 

of Cape Town, Anzio Road, Observatory, Cape Town 7925, 

South Africa’ and ‘Infectious Disease Epidemiology Unit, 

School of Public Health and Family Medicine University of 

Cape Town, Observatory, Cape Town, South Africa’. Figure 6 

shows the community of the node with the highest degree 

centrality.  

 

 
Fig 6: 2A7D2E02 having 2nd highest Degree Centrality 

 

 

D. Ranking Authors on the basis of Modularity 

The Equation of the Modularity is 

 

Q =
1

2
∑[𝐴𝑣𝑤 −

𝑘𝑣𝑘𝑤

2𝑚
𝑣𝑤

]
𝑠𝑣𝑠𝑤 + 1

2
 

 

 
 

 
Fig 7: Modularity based Partitioning 

In figure 7, we have found 14 modularity classes and 

number of nodes in each modularity class are varies. In our 

dataset, the number of communities found is 62 and modularity 

value is 0.838. In figure 7, the nodes in blue color have 696 

modularity class which contain 346 elements. This is the 

largest community in our dataset. The nodes in yellow color 

have 365 Modularity class which contains 203 this is the 

second largest community in our dataset. The nodes with Green 

color have 264 Modularity class and contains 169 numbers of 

nodes this is the third largest community in our dataset. The 

nodes in red color have 198 modularity class and it contains 

153 nodes. 

 

V.  CONCLUSION 

Analyzing any social networks is the demand of new era. In 

this paper, we have analyzed a coauthorship network of 

Political Science and ranked the top ten authors of this field. 

Our purpose is to find the highly collaborative groups of people 

and the productive institute for this field. Different co-authors 

are collaborating with different communities some of them are 

overlapping in more than one community, and few co-authors 

have frequent collaboration in different fields. We have found 

that these centrality measures are good indicator for impact 

analysis. In future, we will find overlapping communities in 

Political Science. 
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